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Goals

2 Provide the capability to researchers to investigate.
o Infrastructure
o Middleware
o Security

o Applications

O Provide communities and academia the means to install and run
their own cloud.

O Service Level

S @tructure (laaS)

o Platform (PaaS)
o Application (SaaS, HaaS, ACCaass, ...)
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Resource Provisioning

VMs | vMsll [vms VMs

Virtualization

-
_ — vFPGA|VFPGA
Virtualization L ) L J

Servers| |[Storage , VFPGA| VFPGA
Networking N J )
O
CPUs O
O

FPGAs FPGA
.
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_Architecture

Controller Node Compute Node

Core Services
Identity Networking
Keystone Neutron Server
Dashboard Block siorage
Horizon Cinder
Image Heat
Glance Orchestration
. g—
Nova Management VIV Instances

Additional Services
— GatorReCC
MySQL RabbitMQ [ l (
H.

Core Services

Networking
Neutron Client

Compute
Nova Compute

cenios7| AQEMU
ost OS | *
KVM

[ oS ) The Gator Reconfigurable Cloud

S ) | T Computing infrastructure provides an
- ¥ 1 ”gt&"‘kt adaptable cloud architecture for

T r———— A ~ Network performance and security threat

{ FPOA Manager Infertace J exploration. It essentially features:

3 i
[P evar O] son seneaver Jes(8) Fr ey )
¥ ¥ : 0 An OpenStack Management stack.

[ FPGA Programmer ] [Application Runner]

Reconfigurable Hardware EPGA Control

Stack 0 FPGAs deployed across multiple
Biateteletelelelelellelulelulelelelelaletelebeteetel ’ FPGA nodes.

CentOS7
Host O3

CPU/RAM/DISK/MNetwork
Hardware
\ FPGA Node \_ )
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Architecture

We aim to explore performance that can be

achieved in multi-tenant FPGA deployments in

the cloud.

Single-tenant FPGAs
4 )

VMn

L : Each FPGA is
entirely
oy allocated ’Fo a
VM over time.
[ n

Resource waste and low FPGA
utilization as user designs do
not always use 100% of the

| FPGA.

- J

/ Multi-tenant FPGAs T\

vM1_| | VMn | EPGA resources
' are time and
space-shared
between user
workloads.

3
|-}:||

FPGA1 FFGAnN

) Advantage

Improved utilization of FPGA
resources across cloud
workloads.

\J _/
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Virtualization Techniques

|
VM VM = I VM VMg VM1 VMn
Guest 0S | Guestos 5 | Guest OS |GuestOS | || | Guest OS | @
e Driver ¢ & VF Driver VF Driver| |- - -| || VF Driver
F Dritrer d || g‘ I Driver I| |I I| |I -
Z 3 8 |
= 11— VMM PF Driver
Back-end Driver HARDWARE I *
VM 7'y EMULATION VMM
: 2 v T | [PF|  [VvF]
HOST HARDWARE HOST HARDWARE I HOST HARDWARE HOST HARDWARE
Paravirtualization Emulation : DirectlO SRIOV
l Software-based aﬁiroach ! Hardware-based aiﬂroach l
r ] . . . . N
Emulation: No modification of guest OS, but high overhead penalty.
. Paravirtualization: drivers in the guest connect to backend drivers in the VMM. )
4 N\
DirectlO: native IO performance, but no sharing.
. SRIOV/MRIOV: hardware sharing enabled but no run-time remapping support )
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Architecture

The GatorReCC infrastructure cloud infrastructure
leverages VirtlO to intercept hardware calls and
efficiently access FPGA accelerators.

Dser User [N TR 3 Physical Layer
Hardware |} = Hardware ) = P Data Link Layer
S\ Calls 2 SA\_ Calls L2 r o Transaction Layer
: 7} i R | ;N :
| Z oL E ' I
E EL 2 2 _|l 2 ‘{lcio [vr_injor_coDE| DATA )
{mo): $00||
! L] ! L] : Channel
Transfer ™ Transfer J* [} | ! Demultiplexin
vSock vSock : <L o
IU_} Client E Client o) w
- ; r
LUl Network | = |.|j Metwork oL >
—)L_Stack = ) Stsllr:k s o
([ _Virio O[_Virtio N - ) ¥
Transport Transport : ! W ¢ .
N— \_H =21 g N z W N _~1Access Monitor |-
: sl |2 3%poOl- I
x &) | E 0] I:[ [ Interface |
Multi-Thread Server ; o | r i
N > ¥ L=
E E vsock ' Multiplexing 3 E =
§ = [ Network | [ CIDWVR o = 2
Stack Table : L
> F 3 Y E
L 4 ' " 2
Mapping o
Look-Up MF 0 N e —L— .

_____________________________
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Architecture

B s
I:I User Design

\

RX Channel

~

Kintex?

e Design Block ) GatorReCC

The current deployment includes a

kc705_pcie_x8_gen2 IP

/ single FPGA node provisioning a Xilinx
xc7k325tffg900-2 Device ) . .
Kintex7 FPGA and an Intel Stratix V
device.
- Eg
L] vseroesion 0 Users are responsible from
RX Channel . .
) implementation hardware
. accelerators.
User StratixV
Application

Design Block |  ysers also provides software

) applications that write and read data
5SGXMAT7H2F35C2L DeviceJ t th . I t
. to their accelerators. y

V-Series Avalon-MM DMA IP
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Architecture - Dashboard

“?::-T‘ = admin =

Project v

Project /| Compute /| Overview
APl Access

Compute v Ove WIeW

Instances Limit Summary

Images ~ Compute

Key Pairs . '

Server Groups

Volumes > Instances VCPUs RAM
Used 4 of 10 Used 4 of 20 Used 6.5GB of 50GB
Network >
Volume
Object Store > '
Admin >
Identity >
Volumes Volume Snapshots Volume Storage
Used 4 of 10 Used 0 of 10 Used 61GB of 1000GB
Network
Floating IPs Security Groups Security Group Rules Networks
Allocated 2 of 50 Used 1 0f 10 Used 6 of 100 Used 2 of 100

Usage Summa
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Design Flow

il ™
Users specify hardware
y ~\ kernels with HDL/HLS
~
Hardware o
X ; Development 1
5 (
&| [ Device Driver = S| VRO ) } 0
(=] o "a L e .
< PNEP FPG =2 ' :: / Users specify software
g Runner Prog{am. E Software a for reading/writing to
a s L) b, - Development . hard lerat
w '—\L \.',_I § 3 ,1 Custom Default ardware accelerators.
5 FPGA 3 s L HAL -. Compiler |
3| Allocation [, & £ st AN : / 1
2 Engine -E : [Vendor-Specific Hardware | 9
3 N Compilation Script .
e ' \ B B Users submit jobs (HW &
o
E SW) to the cloud
A A .
\ y infrastructure.

-

LThe App Runner runs l LThe FPGA Programmer The Job Scheduler places

user software. programs user kernels ‘ VM jobs into a queue
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Virtualization Challenges

O How to achieve bare-metal-level performance with virtualization ?

Flexibility
&
Programmability

SOFTWARE

Layers

Layer 1

Virtualization

HARDWARE

Performance
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FPGA VIRTUALIZATION IN THE CLOUD

0 Spatio-Temporal Computing Fixed/Dynamic

B Reieeeeeseieie: g | | CPU  Memory The FPGA is divided into an accelerator pool
| Senvice Logic | High Bandwidth 0 _ {7 -
2 | Registers | (A,B,C,and D in Figl). Each accelerator slot
il - FEIHES] can be programmed using partial
A i Reconfig Job Scheduler ] . .
B [ Controller reconfiguration.
= DMA Engine

| _Context Controller |

= e The cloud provider then pre-builds a set of
WILCH B o
[ DRAM 47| s Gamroler | accelerators or compile user designs and

------ make them available to cloud users.
B |[c][D]

User Sublayer  : Shared FPGA resource

Service Sublayer : Job Queue, Switch, -+
Platform Sublayer : DRAM, PCle, ICAP, ---

FPGA Shell and Accelerator Slots [1]
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FPGA VIRTUALIZATION IN THE CLOUD

0 Spatio-Temporal Computing Fixed/Dynamic

Proposes Virtualized FPGA Resources (VFR)
» v:t:;s v:um [ o (oo surrounded by static logic (see Fig2).
M T Mcontrotier| | [ B ¢ (Host)
AT e The input Arbiter directs inputs to the right
“zgr‘n;;fg —— VFR based on MAC addresses stored in the
_— = o data packet. Each VFR can then be assigned
e VPR ounef | to a single VM.
From 10GE E To 10GE
N v M The soft processor allows setting
configuration values such as the MAC address

of new VFRs, and freezing interfaces of VFR
System Level FPGA Diagram [2] before it gets a new bitfile through partial
reconfiguration.
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FPGA VIRTUALIZATION IN THE CLOUD

0 Existing approaches divide the FPGA into regions that are
provisioned to virtual instances

i.  No communication enabled between virtual FPGA Regions

ii. No possibility to dynamically allocate additional FPGA
resources

iii. Lack of security mechanism enforcing isolation between
hardware tasks

- J

(
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FPGA OVERLAYS

Some Overlays Facilitate FPGA Adoption in Software Stacks

[7] presents an architecture for accelerating the execution of data flow graphs.
Each cell of the overlay contains a functional unit (FU) implementing an

operation from a node of the DFG.
Processing take place in FUs embedded within cells.

13 14 I5

22— Al-l'—"‘ Bi—[__. Clr q Pq o N P
?dci suti SU'? ADD SUB B SUB C
| | | |

N ' \ MUL D

l DIV E

|
* é
E
di\liq-— i

Example of DFG
01 02

Mapping of the DFG
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FPGA OVERLAYS

Goal: Facilitate FPGA integration in Software Stacks

The FLexiTASK architecture [3] features a flexible network-on-chip architecture
facilitating multi-threading and communication between tasks.

Processing Element are immersed in a Torus interconnect allowing flexible and

efficient communication between close and distant cores.

Configuration Register —I

m
E
z
]
2
m
g
B
m
g
B

connection connection connection j
North PE —»] ' |—> North PE
[ I [ oy M I SouthPE —» @ ' —> South PE
[ i [ P s T East PE —> § Iri 5 [—>EastPE
- West PE - West PE
‘-'-.-_.._:.___ PE PE PE PE PE PE 0 North W::: PE:: -g 3 MLIIX 1 3 g ::N;tsl'(lWest PE
F == - st & L T ] v o]0 B X h e
‘___'_: """ I"' R { rd R { v R ‘-I '''''' .- s.,?,?hw:;ps_» _I ¥ ] | South West PE North
———————— PE PE PE PE PE PE j+--=-+" > In _r v > Router Channel
- - B Router | MUX Out_put h
gl - PE [w|PE PE ['¥{PE PE ¥PE - S Regiser
Pl _ S
1P| R [—><—P| R [—><—D|R s .
———————— PE |4 PE PE |4 PE PE [A{PE}--~" |58 PIOCGSSIIIg’ Element
s =
"“‘“;-- PE PE PE PE PE PE “ East
e — e as
Trermeees I.) R { - \—} R { —} R 1.}.... b Channel
———————— A PE JA~{PE PE EF_]-—-]:_ PE Jo----"'
S 20 ARV A AR S

External External External
connection connection connection

FLexiTASK Architecture

Outputs

South

Channel

Router Architecture
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FPGA OVERLAYS

Goal: Facilitate FPGA integration in Software Stacks

The FLexiTASK architecture [3] features a flexible network-on-chip architecture
facilitating multi-threading and communication between tasks.

( )
Robert Cross Filter The initial image is divided into 3

Intensity pixel(x,y)= max{ | M+ * pixel(x,y) |, | M- * pixel(x,y) |} pOI'tiOIIS fed in parallel into 3
independent tasks (Taskl, Task2,
Task3). The last task (Task4)
computes maximums to decide if

With M+=(°, *() and M-=({" _))

-1 0

 a pixel is an edge or not. )
 (inputsram | [ imputsrav | R e =
2 R: ‘ = B —§ CPU § e
* EE awa] aea) e -—)

rysel

e

e [ o0 ”
[‘T;IB'RAM ] |Dumutsmol :
verlay

4

Example of use FLexiTASK for edge
detection with the Robert Cross Filter
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FPGA OVERLAY AUTOMATIC GENERATION

An automatic flow for application-specific FPGA accelerator generation

Design Flow | Architecture | N Utilization Flow
—_—

.... aﬁ:;;n;rze;;%?::.‘is . Application Sources & :& Appli;::ation A'pp lications are automatlca]'ly
- | | e °"""°""‘°'a parsed to extract compute
P pplcation ﬁ 1z : Fﬁl intensive regions using an LLVM
=] Mapping . po
............... Tt | |5 bl library Transform Pass. Kernel Identified
dentifiation of kernelsﬁ E| | [1evm R ceneration Application are transformed into a netlist with
rom the application i defining data t . . .
~ N §| pmmmmXmeemmmmm e : process on FPGA RapidWright, and dedicated
Kernel Pruning q i : Ger::::':a‘iiun -.ngtee::Tieclm : acceleratOIS are then generated.
................................... |- CIC++ Compiler
v . = LLVM Transform Pass v
pre—implemenmﬁon of | B L TTIIILIIILY TIT] B | Executable User can just use a Custom librar'y'
basic operations KerneI_Netllst Ve
o G?:;f;;;g,;w Kernel Y. | providing I/O access to
. Wright «—>: |
Automatic generation [ =Q= accelerators tO ].evera.ge FPGA
of application specific FPGA Vivado Generation of the Overlay [~ CPU N
{ Overlays FPGA Acceleratlon

Application-Specific FPGA Overlay Flow
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Code Migration — Online/Offline

Look Up
SPC&>TPC
in Map Table

\ i

Use SPC to
Read Instructions from
Source Memory Image

Béﬁ'&?x‘éllc i CostAnalysisand
Translated Block | MGSSse e |

|§' Online FPGA
.
.
DWP[ebp-20] DWP[ebp-12
DWP[ebp-16] DWP[ebp-g)° W P1PP-12]
Write New
SPC<>TPC
@ y Mapping into Map Table

mov eax, DWP[ebp-16]
mov edx, DWP[ebp-20]
add edx, eax

mov ebx, DWP[ebp-8]
add ebx, DWP[ebp-12]
add edx, ebx

Get SPC ¢ I

for Next Block
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Application-Specific FPGA OVERLAY

An automatic flow for application-specific FPGA accelerator generation

User Application VAM CALLs Pseudocode

#:: te'-0'e < SIZE; e++) { Functor ::x::::::;:{?:;;m datan> .
| 90 v datahle] » dutaBle]; TLelanr'-aart;e <o G Bt s datas> The approach pre-synthes1zes
DSL Substitute T s some functions and create a
(S0 S s, s128) sxzey; |+ [ s domain-specific language (DSL).
g | <VAM_DMA dataB BRAMI> . o
<A ouTE PRI PR2> Each time a function from the DSL
R El‘t.ﬂ_l:kﬂlqrgﬂh_ P <VAM_START PRl PR2> . o, o
datan data | v poms a1 FR> 1s used, it is replaced by a
\®/ | ] ’ hardware call to the FPGA.
NN SR
| |

Interpreter! —
Executables:

Application-Specific FPGA Overlay Flow



UF Herbert Wertheim College of Engineering POWERING THE NEW ENGINEER TO TRANSFORM THE FUTURE

DEPARTMENT OF ELECTRICAL & COMPUTER ENGINEERING

Code Migration — Online/Offline

synth_design
opt_design

Checkpoint
Reader

‘Secret Sauce’
(your code here)

Checkpoint
Writer

place_design

phys opt design

route_design

phys_opt_design

RAPID
WRIGHT.

VIVADO'
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FPGA VIRTUALIZATION IN THE CLOUD

Q The FPGAVirt Framework [4] implements an FPGA management service that
assign a unique context ID (CID) to VMs for keeping track of VF to VM

binding

VMg VM, v, ©
4 ™ '8 ™\ N
Guest OS Guest OS Guest 0S
Vsock Vsock Vsock
Client Client Client
s ‘7??‘ —zss )
NS Ne
FPGA Management Service
Driver CID/VF Mapping
\HYPERVISOR Table

| Overlay
FPGA

=]

o]

If available, the hypervisor assigns the VF
to the VM and edits the mapping table to

record it

A VM requests
FPGA resouces

The hypervisor
consulis the mapping
table, looking for
available spots on the
FPGA

If no VF is available,
the hypervisor
contacts other servers
looking for placement
options

A memory space is
allocated to the VF for

storing data

FPGAVirt Architecture [4]

For high bandwidth, Virtio is used
to open communication channel
between VMs and their FPGA
regions

Bandwidth Study

( 0.6 o1 CPU m2 CPUs \
o o1 CPU m2 CPUs

2B

204
m 0
1VM 2 VMs 4VMs 1vm 2VMs  4VMs

E 0.3
& B "
(a) 4KB Payloads (b) 16KB Payloads

o1 CPU =21 CPU

T

1VM  2VMs  4VMs 1VM - 2VMs  4VMs

\  (¢) 32KB Payloads (d) 64KB Payloads

-
- (3]

Bandwidth (GB/s)
o
[4,]

m2 CPUs a2 CPUs

N
Bandwidth (GB/s)
O=a2 N

Bandwidth (GBJs)
o -
ocwm=amNG W
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Experimental Results

Y
(=]

HikB 4kB Wiske [132KE M4k Hike 4k 16k [Na2ke Me4kB

[#+] [7+]
=] [}
1 t

]
o
+

BandWidth (in GB/s)
3

10 Round Trip Cost (in uS)
[}
(=]

-
(=]
1

wm
1

1IVMACPU 1VM/2CPUs 2VMs/1CPU 2VMs/2CPUs 4VMsACPU 4VMs/2CPUs 1VMACPU 1VM/2CPUs 2VMs/1CPU 2VMs/2CPUs 4VMsACPU 4VMs/2CPUs

VM-Accelerators IO Bandwidth VM-Accelerators IO Roundtrip Costs



